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ABSTRACT

Verbs have two separate levels of meaning. One level reflects the uniqueness of every verb and is called the "root". The other level consists of a more austere representation that is shared by all the verbs in a given class and is called the "event structure template". We explore the following hypotheses about how, with specific reference to the motor features of action verbs, these two distinct levels of semantic representation might correspond to two distinct levels of the mirror neuron system. Hypothesis 1: Root-level motor features of verb meaning are partially subserved by somatotopically mapped mirror neurons in the left primary motor and/or premotor cortices. Hypothesis 2: Template-level motor features of verb meaning are partially subserved by representationally more schematic mirror neurons in Brodmann area 44 of the left inferior frontal gyrus. Evidence has been accumulating in support of the general neuroanatomical claims made by these two hypotheses—namely, that each level of verb meaning is associated with the designated cortical areas. However, as yet no studies have satisfied all the criteria necessary to support the more specific neurobiological claims made by the two hypotheses—namely, that each level of verb meaning is associated with mirror neurons in the pertinent brain regions. This would require demonstrating that within those regions the same neuronal populations are engaged during (a) the linguistic processing of particular motor features of verb meaning, (b) the execution of actions with the corresponding motor features, and (c) the observation of actions with the corresponding motor features.

© 2008 Elsevier Inc. All rights reserved.

1. Introduction

Many traditional approaches to the human conceptual system assume that semantic knowledge is represented separately from, and is qualitatively different than, modality-specific systems for perception, action, and emotion (e.g., Barsalou & Hale, 1993; Fodor, 1975; Landauer & Dumais, 1997; Pylyshyn, 1984; Smith, 1978). According to this classic "disembodied cognition hypothesis" (Mahon & Caramazza, 2008), sensorimotor and affective representations are transduced into amodal structures such as feature lists, semantic networks, frames, etc., and cognitive processes operate on those structures, not on memories of the original experiences. Moreover, the content of all types of concepts, including those encoded by words, is believed to consist entirely of combinations of these abstract symbols.

A very different line of thinking is currently being pursued by a growing number of researchers in linguistics (e.g., Bergen, 2007; Evans & Green, 2006; Hampe, 2005), philosophy (e.g., Prinz, 2005; Gallagher, 2005; Johnson, 2007), psychology (e.g., Barsalou, 2008b; Gibbs, 2006; Pecher & Zwaan, 2005; Klatsky, MacWhinney, & Behrmann, 2008), and neuroscience (e.g., Barsalou, 2008a, 2008b; Haggard, Rossetti, & Kawato, 2007; Jeannerod, 2006; Kemmerer, in press; Keyser & Gazzola, 2006; Martin, 2007), all of whom endorse one form or another of what is often called the Embodied Cognition Framework (also known as the Grounded Cognition Framework or the Simulation Framework). The central tenet of this approach is that semantic knowledge is not purely amodal, but is instead anchored in modality-specific input/output systems, such that many forms of conceptual processing involve the transient recapitulation of diverse aspects of sensorimotor and affective experiences. As emphasized recently by Hoenig, Sim, Bochev, Herrnberger, and Kiefer (2008) and Kemmerer (in press), the notion of modality-specific semantic maps does not rule out the possibility of higher-order integrative memory systems that contain systematically organized “conjunctive units” for binding cross-modal feature correlations; indeed, there is accumulating evidence that, at least for certain kinds of object concepts, integrative systems of this nature may reside in the temporal poles.
(e.g., Bright, moss, Longe, Stamatakis, & Tyler, 2007; Lambon Ralph, Pobric, & Jeffries, in press; Patterson, Nestor, & Rogers, 2007). The most important, and most controversial, claim of the Embodied Cognition Framework, however, is that these integrative systems are not by themselves sufficient for full-fledged conceptual processing; rather, such processing requires that the abstract conjunctive units within the integrative systems activate, in top-down fashion, modality-specific representations that “flesh out”, to varying degrees, the contextually most appropriate concrete content of the relevant ideas (Damasio 1989a, 1989b, 1989c; Simmons & Barsalou, 2003).

In recent years a great deal of research within the Embodied Cognition Framework has focused on the nature of action concepts, and this is due in large part to the seminal—some would even say “paradigm-shattering” (Ramachandran, 2008)—discovery of mirror neurons nearly 20 years ago (di Pellegrino, Fadiga, Fogassi, Gallese, & Rizzolatti, 1992). These are cells that discharge not only when certain kinds of actions are executed by the self, but also when they are seen or heard being performed by someone else. Thus, mirror neurons appear to represent behavioral patterns per se, and because they neutralize the self–other distinction,1 they may turn out to have profound implications for intersubjective understanding (Hurley, 2008; iacoboni, 2008). Owing to their remarkable response properties, these cells seem to confirm a prescient statement made by an early advocate of the Embodied Cognition Framework, namely William James (1890, p. 526): “Every representation of a movement awakens in some degree the actual movement which is its object.”

Mirror neurons have been found in a variety of brain regions, but before briefly reviewing those results we would first like to clarify our terminology. There is currently some disagreement over the definition of “mirror neurons”. Cells that fire during both action execution and action observation were first discovered in area F5 of the macaque ventral premotor cortex, and this region has continued to received a great deal of attention over the years. Apparently for this purely historical reason, however, some researchers seem to think that only F5 cells deserve to be called “mirror neurons”, and that cells in other cortical areas that also fire during both action execution and action observation do not qualify. For example, after providing compelling evidence that cells with mirror-like properties—i.e., cells that achieve action observation-execution matching—are broadly distributed across many sectors of the macaque frontal cortex, Raos, Evangeliiou, and Savaki (2007, p. 12682) conclude that their results “undermine the ‘mirror neuron system’ concept”, and that the more general notion of “mental simulation” is explanatorily superior because it, rather than the former concept, “assigns the role of understanding others’ actions to the entire distributed neural network, which is responsible for the execution of actions”. The same research team recently expressed essentially the same view after extending their work to multiple sectors of the macaque parietal cortex (Evangeliiou, Raos, Galletti, & Savaki, in press). We believe, however, that “mirror neurons” should be defined by functional rather than anatomical criteria. Indeed, this perspective is adopted in several prominent reviews of the mirror neuron system which indicate that the system is not necessarily limited to F5 (Rizzolatti & Craighero, 2004; Rizzolatti, Fogassi, & Gallese, 2001).

Having said that, we consider it noteworthy that in the macaque brain mirror neurons have already been found in an impressively large number of areas:

- ventral premotor cortex (di Pellegrino et al., 1992; Ferrari, Gallese, Rizzolatti, & Fogassi, 2003; Gallese, Fogad, Fogassi, & Rizzolatti, 1996; Keysers et al., 2003; Kohler et al., 2002; Nelissen, Luppino, Vanduffel, Rizzolatti, & Orban, 2005; Raos et al., 2007; Rizzolatti, Fogadi, Gallese, & Fogassi, 1996);
- dorsal premotor cortex (Cisek & Kalaska, 2004; Raos et al., 2007);
- primary motor cortex (Rao, Evangeliiou, & Savaki, 2004; Raos et al., 2007; Tkach, Reimer, & Hatsopoulos, 2007);
- several medial frontal regions (Raos et al., 2007);
- inferior parietal cortex (Fogassi et al., 2005; Gallese, Fogassi, Fogad, & Rizzolatti, 2002; Evangeliiou et al., in press);
- superior parietal cortex (Evangeliiou et al., in press);
- primary and supplementary somatosensory areas (Evangeliiou et al., in press).

There is mounting evidence that mirror neurons also exist in a wide range of human brain areas. Despite some important limitations that we address later (Mahon & Caramazza, 2005, 2008; Negri et al., 2007; Turella, Piairo, Tubaldi, & Castiello, 2008), numerous human brain mapping studies suggest that the visual or auditory perception of an action engages many of the same neural networks that are recruited during its execution—a remarkable phenomenon which suggests that understanding other people’s actions may involve, to some degree, simulating them in a completely automatic, unconscious manner (we discuss some of this literature in Sections 3.1 and 4.1).

In addition, a growing literature suggests that, as predicted by the Embodied Cognition Framework, when people understand linguistic descriptions of actions, motor-related regions in their frontal lobes are engaged (for reviews see Fischer & Zwaan, 2008; Pulvermüller, 2005, 2008; Willems & Hagoort, 2007). So far, linguistically triggered motor resonance has not been investigated in as much detail as the type of motor resonance that is induced by action observation, but there is increasing interest in the provocative idea that comprehending a linguistic description of an action might involve covertly recapitulating the type of action that it refers to, using some of the same brain systems that underlie the execution and observation of that type of action. As yet, however, this line of research has, for the most part, neglected recent advances in linguistic theory, especially regarding the lexical and grammatical encoding of action. The main purpose of this paper is therefore to take some steps toward filling that gap.

In particular, our aim is to explore some possible connections between, on the one hand, the Embodied Cognition Framework as it has hitherto been applied to action concepts and the mirror neuron system, and on the other hand, the Two-Level Theory of verb meaning, which is an approach to analyzing the linguistic representation of action that has not only been supported and refined for over 20 years (for a review see Levin & Rappaport Hovav, 2005), but has also arguably led to deep insights about the fabric of human thought (Pinkser, 2007). Basically, the Two-Level Theory holds that verb meanings have two separate levels of structure—one for the “root” or “constant” semantic features that characterize individual verbs, and another for the “event structure templates” or “thematic cores” that are shared by all the verbs in a given class. In Section 2 we elaborate this central claim of the theory in greater detail. Then in Sections 3 and 4 we explore the following hypotheses about how, with specific reference to the motor features of action verbs, the two distinct levels of semantic representation might correspond to two distinct levels of the mirror neuron system:

Hypothesis 1. Root-level motor features of verb meaning are partially subserved by somatotopically mapped mirror neurons in the left primary motor and/or premotor cortices.
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Hypothesis 2. Template-level motor features of verb meaning are partially suberved by representationally more schematic mirror neurons in Brodmann area (BA) 44 of the left inferior frontal gyrus.

We have deliberately shaped these hypotheses in the form of rather bold proposals about how the semantics of action might relate to the mirror system, because our intent is to provide some intriguing theoretical ideas around which both past and future research can be organized. We show that evidence has been accumulating in support of the general neuroanatomical claims made by both hypotheses—namely, that each level of verb meaning is associated with the designated cortical areas. However, we also point out a number of problems, the most important of which is that, to the best of our knowledge, as yet no studies have satisfied all the criteria necessary to support the more specific neurobiological claims made by the two hypotheses—namely, that each level of verb meaning is associated with mirror neurons in the pertinent brain regions. Strictly speaking, such studies would need to demonstrate that within those brain regions overlapping neuronal populations, and ultimately the very same cells (Dinstein, Thomas, Behrmann, & Heeger, 2008), are functionally engaged during all three of the following conditions: (a) the linguistic processing of particular motor features of verb meaning, (b) the execution of actions with the corresponding motor features, and (c) the observation of actions with the corresponding motor features. We suggest several ways in which the Two-Level Theory could help guide future research aimed at evaluating and refining Hypotheses 1 and 2.

Before proceeding, a caveat is in order. Our hypotheses focus rather narrowly on how certain aspects of verb meaning might be linked with mirror neurons in certain regions of the left frontal lobe. The main reason we restricted the hypotheses in these ways is because we felt it necessary to constrain the scope and length of the paper. We would like to point out, however, that even though the hypotheses do not directly address parietal and temporal brain regions, we consider it likely that some of those regions also contribute, in various ways, to the linguistic representation of action. In fact, several recent studies point to the presence of mirror neurons in the left intraparietal sulcus and inferior parietal lobe (e.g., Dinstein, Hasson, Rubin, & Heeger, 2007; Hamilton & Grafton, 2006, 2007, 2008; Shmuelof & Zohary, 2006), and there is growing evidence that these same regions also support some aspects of verb meaning (e.g., Kemmerer, Gonzalez-Castillo, Talavage, Patterson, & Wiley, 2008; Noppeney, Josephs, Kiebel, Friston, & Price, 2005; Saccuman et al., 2006; Tranel, Manzel, Asp, & Kemmerer, 2008). While investigating possible relations between mirror neurons and verb meanings in the left parietal cortex is beyond the purview of this paper, it is clearly an important direction for future research (e.g., see Glenberg & Gallesse, submitted for publication, for a new theoretical proposal about the role of action-related frontoparietal circuits in sentence processing). In addition, our hypotheses do not encompass the posteroslateral temporal cortex, despite the fact that this region plays a major role, albeit predominantly in the right hemisphere, in biological motion perception (for a review see Blake & Shiffrar, 2007) and has also been implicated, albeit predominantly in the left hemisphere, in the semantic processing of action verbs (e.g., Kable, Lease-Spellmeyer, & Chatterjee, 2002; Kable, Kan, Wilson, Thompson-Schill, & Chatterjee, 2005; Kemmerer et al., 2008; Noppeney et al., 2005; Pirog-Revill, Aslin, Tanenhaus, & Bavelier, 2008; Tranel et al., 2008; see also relevant data on thematic roles and event structure provided by, e.g., Bedny et al., in press; Grewe et al., 2007; Wu, Waller, & Chatterjee, 2007). We would like to emphasize, however, that even though we do not discuss the posteroslateral temporal cortex in detail, we nevertheless refer, at several points in our presentation, to findings about this region that are especially pertinent to our arguments (see in particular Sections 3.2.2.1 and 4.2.2.2).

2. The Two-Level Theory of verb meaning

2.1. The theory in a nutshell

The Two-Level Theory subsumes a number of complex, well-developed proposals about the linguistic representation of action. These proposals differ in non-trivial ways, but as noted above, all of them share the fundamental assumption that the meanings of verbs have two separate levels of semantic structure (for a brief overview of this research see Levin & Rappaport Hovav, in press; for a broader survey see Levin & Rappaport Hovav, 2005; see also Bornkessel, Schlesewsky, Comrie, & Friederici, 2006; Croft, 1991, 1998; Davis, 2001; Iwata, 2002, 2005, 2008; Koenig, Mauner, Bienvenue, & Conlkin, 2008; Levin, 1993; Pinker, 1989, 2007; Rappaport Hovav & Levin, 1998; Valan, 2005, 2006; Wunderlich, 2006). One level of meaning reflects the uniqueness of every verb and has been dubbed the “root” or “constant” because it captures idiosyncratic semantic features that (a) distinguish each verb in a given class from all the others, (b) are often concrete and modality-specific in format, and (c) do not interface with grammar. The other level of meaning consists of a more austere representation, referred to variously as the “event structure template” (Rappaport Hovav & Levin, 1998), the “thematic core” (Pinker, 1989), or the “logical structure” (Valan, 2005; Valan, 2006), that is (a) common to all the verbs in a given class, (b) composed primarily of schematic predicates and variables for arguments, and (c) relevant to the grammatical properties of all the verbs in a given class.

According to the Two-Level Theory, the composite meaning of a verb involves the association of a particular root with a particular template. Consider, for example, Change of State verbs—e.g., melt, dry, and shatter. All of the verbs in this large class specify that an object undergoes some kind of physical transformation. The verbs share the same skeletal template—roughly, [BECOME [X \STATE]—but they vary with respect to the unique roots that flesh out the “state” component of that template (Levin, 1993). Thus, as Pinker (2007, p. 83) puts it, “basic conceptual distinctions assemble themselves into a scaffolding of meaning [at the template level], which has hooks here and there on which to hang images, sounds, emotions, mental movies, and the other contents of consciousness [at the root level].” Below we describe each level of verb meaning in greater depth.

2.2. The root level

In her book English verb classes and alternations, Levin (1993) sorted over 3000 English verbs into well over 200 classes, based on commonalities in both semantic and syntactic properties. The verbs in each class collectively provide a detailed semantic map of a particular conceptual space by making contrasts, often of a remarkably fine-grained nature, along a number of different dimensions. These contrasts reflect the idiosyncratic, lexically discriminative, root meanings of verbs, as illustrated by the semantic distinctions found among the verbs comprising each of the following three classes, all of which fall within the more general category of “putting” verbs—i.e., verbs that denote various ways in which people put things in places (note that the examples provided are only representative, not exhaustive, of each class):

---

2 As described in Section 2.3, sometimes a single root can be associated with multiple templates, yielding systematic verbal polysemy. The extent of such polysemy is, however, a matter of debate.
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verbs above are so specialized that they may be unique to English, as suggested by recent research in semantic typology that has revealed widespread cross-linguistic variation in verb inventories (e.g., Alikhannov & Dixon, 2006; Levinson & Wilkins, 2006; Majid, Bowerman, van Staden, & Boster, 2007; McGregor, 2002; Slobin, 2004).

2.3. The template level

As indicated above, the verb classes in Levin’s (1993) taxonomy are defined as classes according to commonalities in both semantic composition and syntactic distribution. In fact, one of the central tenets of the Two-Level Theory is that the range of clausal constructions in which the verbs belonging to a particular class can occur is partly determined by a shared semantic “skeleton” that is often called the event structure template. In what follows, we summarize some of the most basic aspects of this level of verb meaning.

We focus on Steven Pinker’s (1989) influential approach to this realm of action representation, but we do so mostly for the sake of simplicity, because in reality many different approaches have been offered and are currently being debated (for an extensive but still only partial review, see Levin & Rappaport Hovav, 2005).

This level captures event structure schemas that are common to all the verbs in a given class. As described by Pinker (1989; see also Pinker, 2007), these representations are formulated in terms of a restricted, perhaps universal, set of semantic devices that include basic conceptual units (e.g., events, states, things, substances, places, goals, intentions), primitive predicates (e.g., acting, going, being, changing, having), force-dynamic relations between entities (e.g., causing, enabling, preventing), physical properties differentiating entities (e.g., animate/inanimate, human/nonhuman, count/mass, substanceaggregate, 0/1/2/3-dimensional extendedness, rigid/flexible, liquid/solid), temporal notions (e.g., points vs. regions on a time-line), and various other kinds of cognitive machinery. Later on, in Section 4.3, we will attempt to relate the template level of verb meaning to the mirror neuron system, and we will focus specifically on certain higher-order motor representations that capture the ways in which certain classes of verbs encode the goals and intentions of actions.

As already noted, the types of semantic elements described above not only constitute the basic building blocks of the template level of verb meaning, but also influence the range of clausal constructions in which the verbs belonging to a given class can occur. This is because most constructions consist of syntactic patterns that are directly associated with schematic meanings, and in order for a particular verb to occur in a particular construction, its template must be compatible with the inherent meaning of the construction. In the remainder of this section, we elaborate these points by working through a specific example involving interactions between the three classes of verbs described in Section 2.2 and the English locative alternation.

Although these two constructions are very similar, it is well-established that they express different ways of subjectively construing the same objective type of event (for a detailed investigation see Iwata, 2008). At the most general level of conceptual analysis, the content-locative means “X causes Y to go to Z,” whereas the container-locative means “X causes Z to change state by means of adding Y.” From a cognitive point of view, alternating between these two schematic representations involves a “gestalt shift” (Pinker, 1989; Pinker, 2007) or a “perspective change” (Foley, 2007; Tomaso, 1999). This is due in part to a general semiotic (essentially iconic) principle regarding the syntax-semantics interface, namely the “affectedness principle”, which maintains that the entity that is syntactically expressed as the direct object NP corresponds semantically to the entity that is most affected by the action (for a review see Levin & Rappaport Hovav, 2005; see also Foley, 2007; Groen, Pinker, Holander, & Goldberg, 1991; Kakko, 2006a, 2006b; Naess, 2007). As a consequence of this principle, constructional alternations that change which entity is mapped onto the direct object position also change which entity is treated as the main “target” or “focus” of the action. In the case of the content-locative, this entity is the one that is caused to move along a trajectory, whereas in the case of the container-locative, it is the one that is caused to change state.

Now, as shown by the example sentences in (4), verbs belonging to class (1) can occur in both locative constructions. Pinker (1989) argues that this is because they are associated with two closely related templates, one corresponding to the schematic meaning of the content-locative, and the other corresponding to the schematic meaning of the container-locative. In contrast, verb classes (2) and (3) are in complementary distribution, with the former only being acceptable in the content-locative, and the latter only being acceptable in the container-locative. These syntactic restrictions reflect language-specific semantic stipulations regarding the
templates that are encoded by the verbs in the respective classes. As Pinker (1989, p. 102) puts it: “Language guards its verbs’ grammatically relevant semantic structures vigilantly. In ordinary natural speech, speakers cannot construe the meaning of a verb however they see fit before mapping it onto syntax, even if such a construal is consistent with the referent event”. Note, for example, that one can put water on flowers by spraying the water, dripping the water, or dumping the water so that the flowers become completely drenched. No matter which method is used, our cognitive flexibility allows us to treat the most affected entity as being either the water (because it changes location) or the flowers (because they become wet). That flexibility, however, is independent of language, and if we decide to refer to the actions using the verbs *spray*, *drip*, and *drench*, we immediately find that the range of allowable construals, and hence the range of allowable constructions, is constrained in different ways. Specifically, although spray can mean either “cause to move” (as in *spray water on the flowers*) or “cause to change state” (as in *spray the flowers with water*), *drip* can only have the former meaning (cf. *drip water on the flowers vs. drip the flowers with water*), and *drench* can only have the latter (cf. *drench water on the flowers vs. drench the flowers with water*). More precisely, Pinker (1989) argues that *drip* shares with the other verbs comprising class (2) a rather specialized template that can be glossed roughly as “X enables a mass Y to go to Z via the force of gravity”; conversely, *drench* shares with the other verbs comprising class (3) a narrowly defined template that can be glossed roughly as “X causes a medium Z to have a mass Y distributed throughout it”.

As our brief description of the locative alternation illustrates, the template level of verb meaning is more remote from consciousness than the root level. That is why laypeople usually have difficulty explaining their own intuitions about the differential acceptability of the sentences shown in (4), and it is why even professional linguists have spent decades engaged in vigorous debate over how best to analyze not only the locative alternation but also a vast array of other phenomena involving the interface between the semantic and syntactic properties of verbs, in English as well as in the 6000+ other languages in the world (e.g., Bowerman & Brown, 2008; Foley, 2007; Itawi, 2008; Michaelis & Ruppenhofer, 2001; Naess, 2007; Valin, 2005; Valin, 2006; Wunderlich, 2006). It is essential to realize, however, that the controversy is not about whether the template level of meaning exist, but rather about how it should be characterized.

2.4. Hypotheses

The major functional differences between the root and template levels of verb meaning are summarized in Table 1. The root level represents semantic features that distinguish between verbs within the same class; it is pitched at a relatively low level of schematicity; and it is irrelevant to grammar. The template level, on the other hand, captures semantic generalizations that distinguish between entire classes of verbs; it occupies a relatively high level of schematicity; and it is relevant to grammar. In addition, Table 1 indicates what we hypothesize to be the neuroanatomical correlates of some of the *motor specifications* made at each level of verb meaning. These hypotheses, first set forth in the Introduction, point to possible connections between the semantics of action and the mirror neuron system. To reiterate: Hypothesis 1 holds that root-level motor features of verb meaning are partially subserved by somatotopically mapped mirror neurons in the left primary motor and/or premotor cortices. Hypothesis 2 holds that template-level motor features of verb meaning are partially subserved by representationally more schematic mirror neurons in BA44 of the left inferior frontal gyrus.

### Table 1

<table>
<thead>
<tr>
<th></th>
<th>Roots</th>
<th>Templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semantic contrasts</td>
<td>Distinguish between verbs within the same class</td>
<td>Distinguish between entire verb classes</td>
</tr>
<tr>
<td>Degree of schematicity</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Grammatical relevance</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Hypothesized neural correlates of motor specifications</td>
<td>Somatotopically organized primary motor and/or premotor cortex</td>
<td>Brodmann area 44</td>
</tr>
</tbody>
</table>

In this section we approach Hypothesis 1 in the following way. First, we describe the somatotopic organization of the primary motor and premotor cortices, and we briefly review evidence that these regions contain mirror neurons that mediate action observation-execution matching in an effector-congruent fashion. Second, we consider the question of whether these mirror neurons also contribute to representing root-level motor features of the meanings of action verbs, such as the kinematic contrasts that distinguish between *bite*, *throw*, and *kick*. In this context, we introduce Pulvermüller’s (2005, 2008) Semantic Somatotopy Model of verb meaning, which is closely linked to Hypothesis 1, and we summarize pertinent experimental findings from studies employing a wide range of brain mapping techniques. Finally, we conclude by discussing some problems and prospects in this line of research.

### 3.1. Mirror neurons

The motor cortex has a heterogeneous architecture that includes the primary motor cortex and at least six premotor areas (e.g., Dum & Strick, 2002; Hoshi & Tanji, 2007; Luppino, Murata, Govoni, & Matelli, 1991; Matelli, Luppino, & Rizzolatti, 1985; Matsuzaka, Aizawa, & Tanji, 1992; Preuss, Stepniewska, & Kaas, 1996; Rizzolatti & Luppino, 2001). The primary motor cortex is traditionally thought of as containing a relatively simple map of the body’s muscles, with the tongue and lips represented close to the Sylvian fissure, the hand and arm represented at lateral and dorsolateral sites, and the leg and foot represented at the vertex and in the interhemispheric sulcus. Additional somatotopic maps are known to exist in the various premotor areas, but their structure and function are controversial. Interestingly, recent studies with macaque monkeys have generated new findings suggesting that the primary motor cortex as well as some of the caudal premotor areas are topographically parcellated according to different categories of ethologically important behaviors that require the coordination of multiple joints—e.g., climbing/leaping behaviors, reach-to-grasp behaviors, central-space manipulation behaviors, defensive behaviors, hand-to-mouth behaviors, and licking/chewing behaviors (for reviews see Graziano, 2006; Graziano & Aflalo, 2007). These discoveries are broadly consistent with the classic view of an overarching somatotopic organization in which lip/tongue actions are controlled predominantly by ventral regions, arm/hand actions by lateral and dorsolateral regions, and leg/foot actions...
by dorsal and dorsomedial regions; however, the new findings reveal a cortical design that is not only more complex than previously suspected, but also more functionally adaptive, including for instance at least three separate hand representations that contribute to the animal’s “behavioral repertoire” in different ways.

During the past few years, numerous studies have provided evidence that the macaque motor cortex contains somatotopically organized mirror neurons—i.e., cells that discharge during both the production and the perception of certain types of actions involving particular body parts (for reviews see Rizzolatti et al., 2001; Rizzolatti & Craighero, 2004; Rizzolatti & Sinigaglia, 2008). As noted in the Introduction, research with monkeys has identified mirror neurons in the ventral premotor cortex (di Pellegrino et al., 1992; Ferrari et al., 2003; Gallese et al., 1996; Keysers et al., 2003; Kohler et al., 2002; Nelissen et al., 2005; Raos et al., 2007; Rizzolotti et al., 1996a), the dorsal premotor cortex (Cisek & Kalaska, 2004; Raos et al., 2007), and the primary motor cortex (Raos et al., 2004; Raos et al., 2007; Tkach et al., 2007). Rizzolotti and Sinigaglia (2008, p. 46) describe mirror neurons as forming a “vocabulary of motor acts, in which the words are represented by populations of neurons [emphasis in original].” Some of these indicate the general goal of the act (holding, grasping, breaking, etc.), others the manner in which a specific motor act can be performed (precision grip, finger prehension, etc.), and lastly, there is a group that designates the temporal segmentation of the motor act in its elementary movements (opening and closing of the hand)". Mirror neurons represent actions independently of agency, which is to say, regardless of the self-other distinction (but cf. footnote 1). So far, the research on mirror neurons in the motor cortex of monkeys has not yet interfaced with the new studies by Graziano and colleagues mentioned above; however, it is clear that Rizzolatti’s “vocabulary” metaphor is similar to Graziano's notion of a “behavioral repertoire”, and an important direction of future inquiry will be to determine whether the behaviorally category-specific neuronal populations uncovered by Graziano have mirror-like properties.

Turning to the human motor cortex, evidence for somatotopically organized mirror neurons comes from studies employing diverse brain mapping methods, including fMRI (e.g., Filimon, Nelson, Hagler, & Sereno, 2007), magnetoencephalography (MEG; e.g., Nishitani & Hari, 2000), transcranial magnetic stimulation (TMS; for a review see Fadiga, Craighero, & Olivier, 2005), and direct recordings of cortical activity from implanted subdural electrodes (Tremblay et al., 2004). Remarkably, motor resonance or simulation in primary motor and premotor cortices has been shown to be triggered, sometimes in an effector-congruent form, not just by the observation of veridical dynamic actions, but also by the following types of stimuli:

- the time course of the observed action (Borroni, Montagna, Cerri, & Baldissera, 2005);
- the observer’s attention (Chong, Williams, Cunnington, & Mattingley, 2008);
- the observer’s motivation (Cheng, Meltzoff, & Decety, 2007);
- whether the observer’s posture is similar to the actor’s (Urgesi, Candidi, Fabbro, Romani, & Aglioti, 2006a);
- whether the observer is skilled at performing the action (Calvemeroño, Grezes, Glaser, Pashamling, & Haggard, 2006; Cross, Hamilton, & Graffton 2006; Cross, Kraemer, Hamilton, Kelley, & Graffton in press; Aglioti, Cesari, Romani, & Urges, 2008; Van Elk, van Schie, Hunnius, Vesper, & Bekkering, in press);
- whether the observer has been trained to simultaneously perform an action that differs from the one that is seen (Catmur, Walsh, & Heyes, 2007; Catmur et al., 2008);
- whether the action is part of the behavioral repertoire of the observer’s cultural “in group” (Molnar-Szakacs, Wu, Robles, & Iacoboni, 2007);
- whether the observer’s skin color is similar to the actor’s (Désy & Théoret, 2007);
- whether the observer’s gender is the same as the actor’s (Cheng et al., 2008).

It has been argued, most forcefully by Rizzolotti and colleagues (Rizzolatti et al., 2001; Rizzolatti & Craighero, 2004; Rizzolotti & Sinigaglia, 2008), that the mirror mechanism—that is, the automatic, unconscious process by which perceived actions evoke the corresponding motor programs—plays an essential rather than an ancillary role in understanding other people’s behaviors. This view has been seriously challenged, however, by neuropsychological studies of apraxic patients who evidence dissociations between, on the one hand, impaired execution and imitation of certain types of actions, and on the other, preserved recognition of the very same types of actions when they are seen being performed by other individuals (Mahon & Caramazza, 2005; Mahon & Caramazza, 2008; Negri et al., 2007). These findings suggest that, contrary to the view advocated by Rizzolotti and colleagues, comprehending what someone else is doing may not necessarily require mapping the visually perceived action onto the matching motor program in one’s own behavioral repertoire. This controversy is clearly important and hence warrants greater attention, but we will not discuss it further here, since our main concern involves Hypothesis 1, which focuses on the issue of whether somatotopically organized mirror neurons in the primary motor and/or premotor cortices contribute to representing root-level motor features of the meanings of action verbs. We return to the significance of lesion data, however, in Section 3.2.2.3.

3.2. Verb meanings

3.2.1. The Semantic Somatotopy Model

In a series of influential studies, Pulvermüller has elaborated and supported what he calls the Semantic Somatotopy Model of verb meanings (for reviews see Pulvermüller, 2005; Pulvermüller, 2008). This model falls squarely under the rubric of the Embodied Cognition Framework, and it incorporates one of the main ideas of Hypothesis 1, namely that root-level semantic distinctions involving the motor aspects of verb meaning are represented in modality-specific format in somatotopically mapped primary motor and/or premotor cortices. To take some of Pulvermüller’s own favorite examples, the model maintains that (a) verbs designating lip/tongue actions, like lick, depend on ventral areas that control those types of actions; (b) verbs designating arm/hand actions, like pick, depend on lateral and dorsolateral areas that control those types of actions; and (c) verbs designating leg/foot actions, like kick, depend on dorsal and dorsomedial areas that control
those types of actions (Fig. 1). This approach also assumes that relatively subtle kinematic contrasts among the root-level meanings of verbs within the same class—contrasts that may be specified in terms of parameters for the direction, speed, force, and form of movement—are captured by neuronal populations in adjacent or even overlapping cortical regions. For instance, the fine-grained motor distinctions between march, strut, sashay, lurch, trudge, shuffle, and limp (distinctions that are not even made in some languages; see Soblin, 2004) may rely on intertwined cell assemblies in dorsal and dorsomedial primary motor and/or premotor regions that are engaged when such actions are performed.

Pulvermüller’s Semantic Somatotopy Model maintains that the linguistic representation of action and the execution of action have partially overlapping neural substrates, acquired through Hebbian learning during language development. Hypothesis 1 goes further, however, by proposing a more direct link between the semantics of action and the mirror neuron system. More precisely, this hypothesis maintains that comprehending the unique root-level motor features of verb meanings involves covertly simulating the types of actions that the verbs describe, using some of the same effector-specific brain systems—or, to frame the claim most strongly, mirror neurons—that underlie not only the execution but also the observation of those types of actions. (For a similar proposal see Gallese and Lakoff [2005], and for responses to that paper see Mahon and Caramazza [2005] and Arbib [2008]).

This hypothesis predicts a substantial amount of commonality among the somatotopically organized primary motor and/or premotor areas that are recruited when subjects (a) execute particular kinds of actions, (b) observe the same kinds of actions, and (c) process verbs that denote those kinds of actions. (See Turella et al. [2008] for a discussion of the need for studies that putatively focus on mirror neurons to demonstrate that the brain areas under investigation actually contribute to both the execution and the observation of actions, and see Dinstein et al. [2008] for an argument to the effect that execution—observation matching must ultimately be identified at the cellular level.) To date, however, we are only aware of two studies that have used all three sorts of experimental conditions with the same group of subjects—specifically, Postle, McMahon, Ashton, Meredith, and de Zubicaray (in press), which we summarize below, and de Zubicaray, Postle, McMahon, Meredith, and Ashton (2008, this issue).

Needless to say, this is somewhat surprising, given all the excitement that has surrounded mirror neurons in recent years. Nevertheless, a number of studies, drawing on diverse brain mapping methods, have found intriguing primary motor and/or premotor responses to root-level motor aspects of verb meaning either (a) in combination with just action execution, (b) in combination with just action observation, or (c) in isolation. Below we review these experimental findings and discuss some of the empirical and theoretical questions that they raise.

3.2.2. Experimental findings

3.2.2.1. Activation patterns. We begin by considering the activation patterns reported by six fMRI studies (see also Aziz-Zadeh & Damasio, 2008; we exclude from our review a recent study by Esopenko, Borowsky, Cummine, & Sarty, in press, that investigates semantic somatotopy linked with language production rather than language comprehension). First, Hauk, Johnsrude, and Pulvermüller (2004) compared the cortical activation patterns elicited by the execution of simple bodily actions and the comprehension of action verbs. In a localization experiment they identified somatotopically organized motor areas for producing elementary movements of the tongue, hands, and feet. In another experiment with the same subjects, they identified somatotopically organized motor areas that were engaged during passive reading of verbs denoting lip/tongue actions (e.g., lick), arm/hand actions (e.g., pick), and leg/foot actions (e.g., kick), relative to a baseline condition involving the perception of strings of meaningless hash marks. The activation patterns elic-
ited by two of the three broad categories of verbs—namely, those denoting arm/hand actions and those denoting leg/foot actions—significantly overlapped the activation patterns associated with the corresponding categories of movements, thereby providing partial support for the notion that, as two commentators put it, "the mere reading of action-related words activates the motor homunculus" (de Lafuente & Romeo, 2004, p. 178).

Second, Aziz-Zadeh, Wilson, Rizzolatti, and Iacoboni (2006) compared the cortical activation patterns triggered by the observation of complex bodily actions and the comprehension of linguistic phrases describing the very same types of actions. In a localizer experiment they identified, on a subject-by-subject basis, somatotopically organized motor areas that responded to the observation of mouth-controlled biting actions, arm/hand-controlled grasping actions, and leg/foot-controlled pressing actions. In another experiment they measured signal changes in each subject's observationally-defined effector-specific regions of interest (ROIs) while the subjects passively read linguistic phrases about the kinds of bodily actions that were used as stimuli in the localizer experiment (e.g., biting the peach, grasping the pen, pressing the car brake). The results revealed that each ROI responded most strongly to phrases involving the effector for which the ROI was defined on the basis of action observation. A shortcoming is that, of the three pairwise interactions between observation-based ROIs and phrase-based effectors, two were described by the authors as only "marginally significant" (foot vs. hand: p = 0.013; foot vs. mouth: p = 0.081; hand vs. mouth: p = 0.061; Aziz-Zadeh et al., 2006, p. 1818). Nevertheless, the study does provide some evidence that, as a commentator put it, "reading the phrase biting the peach generates activation in the same motor areas as observing someone biting a peach." (Glenberg, 2006, p. R803).

Third, Tettamanti et al. (2005) explored the cortical activation patterns evoked during passive listening to sentences describing lip/tongue actions (e.g., I bite the apple), arm/hand actions (e.g., I grasp the knife), and leg/foot actions (e.g., I kick the ball), relative to sentences describing mental states (e.g., I appreciate sincerity). As expected, they found that the three different kinds of sentences generated three different patches of activation in the premotor cortex, aligned in a manner that is mostly consistent with the somatotopic organization of this region.

Fourth, Rüschemeyer, Brass, and Friederici (2007) conducted an fMRI study that concerned, in part, the neural substrates of verbs encoding hand actions. In the current context, the most relevant experimental contrast was between a condition in which subjects made lexical decisions about morphologically simple verbs for arm/hand actions (e.g., grasp, throw, stab) and a condition in which subjects made lexical decisions about morphologically simple verbs for abstract events (e.g., think, hope, trust). This contrast revealed activations in the lateral precentral gyrus, specifically in regions of the premotor/primary motor cortex frequently activated with the execution and observation of arm/hand actions.

Fifth, in an fMRI study that was motivated by both the Embodied Cognition Framework and the Two-Level Theory, we and our colleagues tested several predictions about the neural correlates of root-level semantic distinctions between verbs belonging to five different classes: Running (e.g., run, jog, walk), Speaking (e.g., mumble, whisper, yell), Hitting (e.g., hit, poke, jab), Cutting (e.g., cut, slice, hack), and Change of State (e.g., shutter, crack, smash) (Kemmerer et al., 2008). The main task involved making fine-grained discriminations among triads of verbs within each class, and the baseline task involved making comparable judgments about strings of characters in Wingdongs font. To our surprise, and contrary to Hypothesis 1, Speaking verbs did not engage lip/tongue-related primary motor or premotor cortex, including a region defined as the average between the peak coordinates for mouth-related verbs/ sentences reported by Hauk et al. (2004) and Tettamanti et al. (2005). However, in accord with our expectations, Running verbs engaged an arm/hand-related primary motor region, Cutting verbs engaged an arm/hand-related (and tool-related; see Lewis, 2006) premotor region, and Hitting verbs engaged an arm/hand-related primary motor region. Importantly, the localization of primary motor and premotor regions was based on probabilistic maps derived from meta-analyses of functional neuroimaging studies (Mayka, Corcos, Leurgens, & Vaillancourt, 2006). Finally, Change of State verbs were not expected to activate primary motor or premotor motor cortex, and they did not do so.

Sixth, Postle et al. (in press) recently reported a study with the following design: first, they delineated left-hemisphere primary motor and premotor cortices according to cytoarchitectonically defined probabilistic maps (Eickhoff, Heim, Zilles, & Amunts, 2006); second, within those regions they identified somatotopically organized mirror areas—i.e., areas that were activated during both the execution and the observation of simple lip/tongue, arm/hand, and leg/foot movements; and third, they investigated whether those effector-specific ROIs responded significantly more when subjects read corresponding effector-specific categories of verbs, relative to when they saw several different kinds of control stimuli (specifically, non-body-part-related words, pseudowords, and strings of hash marks). Remarkably, the only significant effect was that verbs for leg/foot actions were associated with the leg/foot observation ROI in premotor cortex; beyond that, the only noteworthy findings were non-significant trends for verbs encoding lip/tongue actions to be linked with the lip/tongue execution and observation ROIs. These results appear to challenge Hypothesis 1. However, it is possible that the outcomes would have been more in agreement with Hypothesis 1 if the authors had used probabilistic maps for the primary motor and premotor cortices that are based not on cytoarchitecture but instead on functional neuroimaging studies (Mayka et al., 2006). This conjecture gains some plausibility from the following considerations. On the one hand, Postle et al. (in press) used Eickhoff et al.’s (2006) cytoarchitectonically-derived maximum probability maps for primary motor and premotor areas to plot not only their own new data, but also the peak coordinates from three of the fMRI studies reviewed above (specifically, Hauk et al., 2004; Tettamanti et al., 2005, and Aziz-Zadeh et al., 2006). They found, contrary to Hypothesis 1, that many of the peak coordinates fell outside the primary motor and premotor areas. On the other hand, when we checked the same peak coordinates, as well as those reported in the other studies reviewed above (specifically, Rüschemeyer et al., 2007, and Kemmerer et al., 2008), against the probabilistic maps derived by Mayka et al. (2006) from functional neuroimaging studies, we found that all them fell inside the primary motor and/or premotor cortices. These activation foci are shown in Fig. 2, plotted on top of the primary motor and premotor sectors of Mayka et al.’s (2006) Human Motor Area Template; in addition, the corresponding coordinates are shown in Table 2. (Importantly, as noted in the caption for Table 2, some of the peak coordinates reported by Hauk et al. (2004) were incorrect, and this may have affected the outcome of Postle et al.’s (in press) analysis.)

As can be seen, the foci are clustered, at least roughly, in the familiar somatotopic pattern, lending at least modest support to the notion that effector-congruent motor resonance or simulation may be integral to understanding root-level motor properties of the meanings of action verbs. Two aspects of Fig. 2 raise serious concerns, however. First, as already noted, Kemmerer et al. (2008) found that Speaking verbs did not significantly activate the ventral lip/tongue portions of either the premotor cortex or the primary motor cortex, despite the fact that these verbs clearly...
encode various kinds of vocal communicative behaviors that are executed by the articulators. Hence, Fig. 2 does not include a symbol for the Speaking verbs condition in that study. Second, although the cluster of activation foci for verbs denoting arm/hand actions is, as expected, concentrated in lateral and dorsolateral regions, it is broadly distributed; likewise, although the cluster of activation foci for verbs denoting leg/foot actions is, as expected, concentrated in dorsal regions, it too is broadly distributed. To some extent, these findings might reflect normal inter-individual variability in cortical maps (e.g., Elbert, Pantev, Wienbruch, Rockstroh, & Taub, 1995). Alternatively, they could reflect differences in the particular types of effector-specific actions (and corresponding behavioral repertoires; cf. Graziano, 2006; Graziano & Aflalo, 2007) encoded by the verbs that were used as stimuli across the studies. An obvious outlier, however, is the surprisingly ventral activation peak for leg/foot actions reported by Aziz-Zadeh et al. (2006). It is important to bear in mind that this peak represents the average across all of the subjects, and that the individually

### Table 2

<table>
<thead>
<tr>
<th>Studies</th>
<th>Effector-specific types of verbally encoded actions</th>
<th>Peak MNI coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>x        y      z</td>
</tr>
<tr>
<td>Hauk et al. (2004)</td>
<td>Verbs for leg/foot actions</td>
<td>–8       –26     64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>–23      –30     64</td>
</tr>
<tr>
<td></td>
<td>Verbs for arm/hand actions</td>
<td>–22      –34     62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>–38      –20     48</td>
</tr>
<tr>
<td>Tettamanti et al. (2005)</td>
<td>Verbs for mouth actions</td>
<td>–50      10      20</td>
</tr>
<tr>
<td></td>
<td>Sentences for leg/foot actions</td>
<td>–26      4       64</td>
</tr>
<tr>
<td></td>
<td>Sentences for arm/hand actions</td>
<td>–30      –2      56</td>
</tr>
<tr>
<td></td>
<td>Sentences for mouth actions</td>
<td>–44      2       24</td>
</tr>
<tr>
<td></td>
<td>Phrases for arm/hand actions</td>
<td>–30      –6      46</td>
</tr>
<tr>
<td></td>
<td>Phrases for mouth actions</td>
<td>–54      4       26</td>
</tr>
<tr>
<td>Rüschemeyer et al. (2007)</td>
<td>Verbs for hand actions</td>
<td>–47      –9      57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>–44      –15     59</td>
</tr>
<tr>
<td>Kemmerer et al. (2008)</td>
<td>Verbs for leg/foot actions (Running)</td>
<td>–28      –32     60</td>
</tr>
<tr>
<td></td>
<td>Verbs for arm/hand actions (Cutting)</td>
<td>–46      10      40</td>
</tr>
<tr>
<td></td>
<td>Verbs for arm/hand actions (Hitting)</td>
<td>–28      –30     62</td>
</tr>
</tbody>
</table>
determined ROIs (which, as noted above, were used for the key data analyses) were widely scattered, with some residing in dorsal sites, as predicted (see Aziz-Zadeh et al.’s Fig. 3). The activation foci for the other studies shown in Fig. 2 also represent averages, however, so the unusually ventral average peak found in this study remains peculiar (for further discussion see Aziz-Zadeh & Damasio, 2008). More generally, the question remains: What accounts for the widely scattered distribution of putatively effector-specific peak activations shown in Fig. 2? And relatedly: Which types of probabilistic maps of the primary motor and premotor cortices are more appropriate for investigating the neural substrates of root-level motor features of verb meaning—those based on cytoarchitectonics (Eickhoff et al., 2006) or those based on functional neuroimaging studies (Mayka et al., 2006)? Both of these issues warrant greater attention, since they have serious consequences for Hypothesis 1.

At this juncture, we would like to briefly discuss two additional, closely related fMRI studies (Kable et al., 2002; Kable et al., 2005) that are relevant in the current context because they might also be taken as challenging Hypothesis 1. In both studies, subjects made similarity judgments about the meanings of verbs (e.g., determining that digging is more like shoveling than listening, or that skipping is more like bouncing than rolling). When the investigators contrasted the verb conditions with baseline conditions, they found significant activation in the left posterolateral temporal cortex (as did many of the other fMRI studies reviewed above), but not, or at least not consistently, in the left primary motor or premotor cortices (unlike many of the other fMRI studies reviewed above). One possible reason for this outcome is that, because the investigators did not originally set out to test the kind of proposal captured by Hypothesis 1, they did not organize their stimuli into separate, equal-sized classes of verbs defined according to which body parts are predominantly used to perform the designated actions. Thus, specific somatotopically mapped motor areas may not have been engaged above threshold. Support for this interpretation comes from the fact that in our own fMRI study (Kemmerer et al., 2008), we employed a semantic similarity judgment paradigm almost exactly like the one used by Kable et al. (2002, 2005), but with distinct verb classes that were chosen in part because they encode actions that are typically executed with particular body parts. It is notable that in discussing their results, Kable et al. (2005, p. 1864) state that “motor attributes may play a less central role than sensory ones in the representation of action concepts generally, or at least for the specific stimuli we used” (emphasis added).

Finally, a serious issue concerning the fMRI studies reviewed earlier is that they allow for the possibility that the verb-induced activation patterns found in primary motor and/or premotor cortices might not reflect semantic processing per se, but might instead reflect post-comprehension motor imagery of the sort reported by Johnson et al. (2002), Stippich, Ochmann, and Sartor (2002), Ehrens, Geyer, and Naito (2003), Michelon, Vettel, and Zacks (2006), and Bakker et al. (2008). Some investigators (e.g., Aziz-Zadeh et al., 2006; Tettamanti et al., 2005) argue that the activation patterns in their verb studies are most likely not due to voluntary motor imagery, whereas others (e.g., Kemmerer et al., 2008) are more open to this alternative possibility. A few researchers have recently begun to tackle the imagery question head-on (Tomasono, Werner, Weiss, & Fink, 2007; Tomasono, Fink, Sparing, Dafotakis, & Weiss, 2008). For instance, Tomasono et al. (2007) conducted an fMRI study in which subjects silently read action phrases and either deliberately imagined the action or performed a letter detection task. They discovered that the primary motor cortex was only engaged during the imagery condition. This outcome appears to increase the likelihood that the motor activations found in some of the fMRI studies reviewed above may have resulted from subjects adopting a strategy of imagining the bodily movements described by the linguistic stimuli. It is not clear, however, if such an account is correct, and further work is needed to resolve this issue.

3.2.2.2. Processing speed. One way to shed more light on the question of whether the motor resonance associated with action verb processing reflects automatic semantic retrieval or voluntary post-comprehension imagery is to investigate the time course of meaning access (Hauk, Shtyrov, & Pulvermüller, 2008). If neuronal populations in somatotopically mapped primary motor and/or premotor cortices represent root-level motor aspects of verb meaning, they should be activated quite rapidly after verbs are perceived. There is evidence from studies measuring event-related potentials (ERPs) that lexical-semantic information is accessed as early as 150 ms post-word-onset (Penolazzi, Hauk, & Pulvermüller, 2007; Hoeinig et al., 2008). In a series of ERP experiments that used source localization techniques to identify the neural generators of signals elicited by verbs encoding different body-part-specific categories of actions, Pulvermüller and colleagues found that within the time window of 150-250 ms, verbs for face actions engaged ventral motor-related areas, verbs for arm/hand actions engaged lateral motor-related areas, and verbs for leg/foot actions engaged dorsal motor-related areas (Pulvermüller, Härle, & Hummel, 2000; Pulvermüller, Härle, & Hummel, 2001; Hauk & Pulvermüller, 2004).

Moreover, similar results were obtained in a MEG study in which subjects passively heard action verbs while their attention was focused on a silent video film, thereby supporting the view that the activation of somatotopically mapped motor regions is an automatic rather than a strategic process (Pulvermüller, Shtyrov, & Ilmoniemi, 2005; see also Shtyrov, Hauk, & Pulvermüller, 2004). Finally, a number of behavioral studies bolster the idea that root-level motor aspects of verb meaning are retrieved extremely fast (e.g., Borreggine & Kaschak, 2006; Boulenker et al., 2006; Kaschak & Borreggine, 2008; Nazir et al., 2008; Sato, Mengarelli, Riggio, Galese, & Buccino, 2008). Especially noteworthy in this context is a series of reaction time experiments by Zwaan and colleagues. By using the “reading by rotation” paradigm, in which subjects advance incrementally through passages of printed text by turning a knob (5°), these researchers have been revealing many nuances of rapid motor resonance induced not only by verbs, but also by other types of words, during online sentence comprehension (Zwaan & Taylor, 2006; Taylor & Zwaan, 2008; Taylor, Lev-Ari, & Zwaan, 2008; Zwaan, Taylor, & de Boer, submitted for publication). These ERP, MEG, and behavioral findings strongly suggest that motor resonance occurs very quickly during action verb comprehension. It is still not clear, though, whether this resonance reflects genuine semantic access or post-semantic processing. First of all, it is noteworthy that the ERP and MEG studies conducted by Pulvermüller and colleagues did not distinguish neuroanatomically between the primary motor and premotor cortices. This is important because, as mentioned above, Tomasono et al.’s (2007) fMRI study suggests that these two sectors of the frontal lobe may play different roles in action verb processing, with the primary motor cortex only being engaged when subjects deliberately imagine the described movements (see also Tomasono et al., 2008, which we discuss below). For the sake of argument, let’s suppose that the rapidly triggered activations that were found in the ERP and MEG studies included the premotor cortex but not the primary motor cortex. Given that the premotor cortex is somatotopically organized, one could argue that such an outcome is still consistent with Hypothesis 1, because the fast premotor activation might reflect an automatic process of motor simulation that is both embodied and legitimately semantic in content. This is not the only available interpretation, however, because as Mahon and Caramazza (2008) point out, an alternative possibility is that root-level motor features of verb meaning might be represented amodally in a
non-somatotopically mapped brain region that is engaged prior to, or even simultaneously with, the premotor cortex, which itself might contribute only to post-semantic processing (like the primary motor cortex, according to Tomasino et al., 2007, 2008; Mahon and Caramazza 2008) elaborate this idea more fully as follows: “In order for the speed of motor system activation to be relevant for distinguishing between an embodied and disembodied interpretation, it would have to be known, independently, what types of cognitive processes are interposed between the perception of the action word and the activation of the motor system. In other words, it would have to be known that the activation of the motor system was not mediated by the retrieval of ‘abstract’ conceptual content. Of course, this is precisely the ‘unknown’ that is at issue”. Moreover, it is important to avoid conflating automaticity with necessity because, strictly speaking, even if it were definitively demonstrated that primary motor and/or premotor areas are rapidly engaged during the comprehension of action verbs, this would not entail that those areas are essential for understanding the motor content encoded by the verbs. We turn now to a more detailed consideration of this question of “functional relevance”.

3.2.2.3. Functional relevance. The most powerful way to argue that somatotopically mapped primary motor and/or premotor cortices represent root-level motor features of verb meaning would be to show that altering the functional state of those brain regions directly influences the processing of the pertinent semantic properties of verbs. Below we summarize several studies that have reported such effects (see also Pulvermüller’s [2005, 2008] treatment of this topic as well as Fischer & Zwaan’s [2008] discussion of “the necessity question”).

A number of studies have used TMS to explore functional interactions between motor areas and action verbs. All of the results are generally consistent with Hypothesis 1, but it must also be acknowledged that the literature contains some puzzling contradictions. Pulvermüller, Hauk, Nikulin, & Ilderton (2005) found that stimulation of the hand region of the left primary motor cortex led to faster lexical decisions for verbs encoding arm/hand actions compared to verbs encoding leg/foot actions, and that stimulation of the leg region had the opposite effect. However, Buccino et al. (2005) found that stimulation of primary hand and leg regions led to slower reaction times when subjects listened to sentences describing actions performed with the corresponding effectors and also responded to the stimuli with those effectors. In addition, Buccino et al. (2005) discovered that the amplitude of motor evoked potentials (MEPs) recorded from hand and foot muscles was reduced when subjects processed effector-congruent action sentences. But when Glenberg et al. (2008b) conducted a similar study that contrasted sentences describing “transfer events” (e.g., You give the pizza to Andrea) with sentences describing “non-transfer events” (e.g., You smell the pizza with Andrea), they discovered that the amplitude of MEPs recorded from hand muscles was enhanced for the former sentences relative to the latter ones8 Glenberg et al. (2008b) suggested that the discrepancy between their MEP results and those of Buccino et al. (2005) might be due to Buccino et al’s (2005) use of sentences with exclusively third person participants. Yet Oliveri et al. (2004) also employed third person stimuli in a study involving verb production and found enhanced MEPs, like Glenberg et al. (2008b), rather than reduced MEPs, like Buccino et al. (2005). Finally, in an especially interesting new study, Gerfo et al. (2008) used repetitive TMS to temporarily suppress the excitability of the hand area of the left primary motor cortex while subjects performed morphological transformations of both verbs and nouns, and found that this kind of neurophysiological interference significantly lengthened reaction times for both action verbs and action nouns, but did not affect reaction times for either state verbs or state nouns.

Although not all of these studies are consistent with each other, overall they support the idea that root-level motor properties of verb meaning may be processed, at least in part, in the primary motor cortex. Nevertheless, they do not exclude the alternative possibility that the observed neurophysiological effects reflect post-semantic processing. In fact, Tomasino et al. (2008) recently investigated this issue and obtained results that, according to their interpretation, favor the alternative view. Specifically, they used TMS to stimulate the hand area of the left primary motor cortex while subjects performed three different kinds of tasks after reading action verbs: (a) they simply indicated when they had finished reading; (b) they estimated the frequency of the verbs; and (c) they imagined performing the action and judged whether it would involve a hand rotation. TMS facilitated performance for just the final task, and this effect was found for all stimulation delays, from 150 to 750 ms post-verb-onset. Tomasino et al. (2008, p. 1924) treat these results as evidence that “motor resonance is intimately related to subjects (explicitly or implicitly) performing mental simulation but not to action meaning encoding per se. Our view is that the presence of M1 [i.e., primary motor] activation during action-related word understanding depends on whether or not, during reading, subjects simulate the movement the words are referring to. In this view, mental simulation (and thus M1 activation) would be a side effect of or a corollary phenomenon to understanding motor-related words, rather than a requirement for language comprehension” (emphasis in original). If it is true that, as Tomasino et al. (2008) maintain, action verbs can lead to post-comprehension imagery mediated by the primary motor cortex within 150 ms, this raises a question as to whether the early-onset ERP and MEG findings discussed in the previous section can be taken as reliable evidence against a post-comprehension imagery explanation. However, as mentioned earlier, it remains possible that root-level motor properties of verb meaning depend on somatotopically mapped premotor areas, and that the retrieval of those properties during online comprehension involves automatically running embodied simulations in those areas, rather than in primary motor areas. Importantly, such a scenario would still be consistent with Hypothesis 1.

Evidence for this view comes from lesion studies. Kemmerer, Tranel, and Barrash (2001a) administered a battery of six tests, each of which probes knowledge of action verbs/concepts in a unique way, to 89 brain-injured patients with focal, stable, unilateral damage in either the left or right hemisphere. From the perspective of the Two-Level Theory, the tests that were employed cover a wide range of verb classes; however, they have a preponderance of items that focus on hand-action concepts. Of the 89 patients who were studied, 30 were impaired on at least one test. Together, these 30 patients manifested a total of 22 different performance profiles (i.e., combinations of “passes” and “failures”) across the six tests, and each test dissociated from all the others, suggesting that each one may have distinctive processing requirements that can be independently disrupted (see also Kemmerer, Tranel, & Barrash, 2001b). One of the few patients who failed all six tests, and who can therefore be regarded as having severely impaired knowledge of the meanings of action verbs, was 1172JP. His lesion, which is depicted in a separate paper (Kemmerer & Tranel, 2003), is centered in the left posterior inferior frontal gyrus, but it extends superiorly into the lateral portion of the precentral sulcus and
the adjacent posterior portion of the middle frontal gyrus—an area that is generally considered to be a hand-related sector of the premotor cortex. Moreover, it is noteworthy that this same premotor region was among the areas of maximal lesion overlap in a related study that focused on 26 patients who failed one or both of two tests that were drawn from the same battery used by Kemmerer et al. (2001a) and that assess knowledge of action concepts independently of the input/output processing of verb forms (Tranel, Kemmerer, Adolphs, Damasio, & Damasio, 2003).

These lesion studies strengthen the view that the premotor cortex is functionally relevant to the “semantics of kinematics”. The studies are not without limitations, however, and additional research using the lesion method is urgently needed in order to test Hypothesis 1 more rigorously. In particular, what is necessary at this point are neuropsychological studies that carefully explore whether—and, if so, how—focal lesions to leg/foot-related, arm/hand-related, and lip/tongue-related regions of the primary motor and/or premotor cortices affect the processing of the corresponding body-part-specific root-level motor features of verb meaning. The need for such studies cannot be overestimated, since they will play a key role in evaluating Hypothesis 1. Furthermore, this field of research could benefit greatly from more studies that use repetitive TMS to transiently disrupt, in healthy subjects, the operations of precisely targeted motor areas.

3.3. Problems and Prospects

Stepping back now from the details, we would like to consider some general issues regarding the current status of Hypothesis 1, bearing in mind the broader contexts of the Embodied Cognition Framework and the Two-Level Theory of verb meaning. To reiterate: Hypothesis 1 holds that root-level motor features of verb meaning are partially subserved by somatotopically mapped mirror neurons in the primary motor and/or premotor cortices. While some aspects of this hypothesis receive modest support from the literature reviewed above, many important questions remain unanswered.

First, as noted in Section 3.2.2.1, a problem requiring further research is how to demarcate the boundaries of the primary motor and premotor cortices. Different probabilistic maps, derived from cytoarchitectonics (Eickhoff et al., 2006) and functional neuroimaging studies (Mayka et al., 2006), provide different parcellations of these regions. Both types of maps have strengths and weaknesses, but as yet there is no “gold standard” for determining which is more appropriate for purposes of exploring proposals like Hypothesis 1. In addition, as intimated in Section 3.1, the somatotopic organization of human motor areas, including both primary motor and premotor cortices, is not nearly as straightforward as is sometimes assumed in the literature on action verbs (e.g., Sanes & Schieber, 2001; Schubotz & von Cramon, 2003). This clearly increases the level of difficulty of investigating the relations between, on the one hand, effector-specific semantic features of action verbs, and on the other, effector-specific regions of the motor system.

Another major problem is that so far only one study (Postle et al., in press) has addressed the central claim of Hypothesis 1—namely, that root-level motor features of verb meaning are linked specifically with mirror neurons in the pertinent frontal regions. This claim predicts that accessing those features requires engaging some of the same neuronal populations that are engaged during both the execution and the observation of the corresponding types of actions. Hence an important direction of future research will be to search for such overlapping mechanisms, taking full advantage of all the available brain mapping methods. For example, understanding verbs expressing different types of arm/hand actions (e.g., pinch vs. poke vs. slap) should ignite certain primary motor and/or premotor cell assemblies that are also ignited when one performs the designated kinds of actions and when one sees them being performed by someone else. Moreover, damage to those cell assemblies should impair not only the capacity to comprehend the idiosyncratic kinematic specifications of the verbs, but also the capacity to correctly execute the associated actions as well as the capacity to fully appreciate them when they are produced by other people. Findings like these are needed in order to substantiate Hypothesis 1, but they have not yet been reported.

Yet another significant issue is one that we have already raised at several points in our review, namely the question of how to determine whether the engagement of the primary motor and/or premotor cortices during a verb comprehension task reflects genuine semantic processing of the root-level motor features of verb meaning, or instead post-comprehension cognitive operations such as the voluntary generation of motor imagery. This issue is very important, both methodologically and theoretically, because it bears on the broader question of how the motor areas of the left hemisphere might contribute to the conceptual knowledge encoded by action verbs. Below we discuss several facets of this complex issue.

At the very outset, it is worthwhile to remind ourselves that embodied and disembodied theories of cognition make different predictions about the involvement of modality-specific cortical areas in semantic processing, and, in this particular case, about the involvement of motor areas in verb comprehension:

- Embodied theories claim that root-level motor features of verb meaning are modality-specific in content, and that they depend on somatotopically organized motor areas of the brain. So these theories predict that when those aspects of verb meaning are processed, those areas of the frontal lobe should be engaged.
- Disembodied theories claim that root-level motor features of verb meaning are amodal in content, and that they do not depend on somatotopically organized motor areas of the brain. So these theories predict that when those aspects of verb meaning are processed, those areas of the frontal lobe should not be engaged.

Of course, the main concern is that the participants in various verb processing experiments might voluntarily evoke motor images (and perhaps also other kinds of modality-specific images) after understanding the verb stimuli. So any significant engagement of motor areas might index imagery rather than comprehension. Our point, however, is this: According to the basic assumptions of disembodied theories, there is no functional reason why subjects should deliberately generate imagery, unless of course they are overtly instructed to do so. After all, if the semantic content that must be accessed in order to perform a verb comprehension task is abstract, as disembodied theories maintain, why would subjects bother to consistently activate modality-specific representations? In pursuing a similar line of argumentation, Simmons et al. (2007, pp. 2807–8) observe that “it would seem extremely odd for a proponent of amodal accounts to argue that the task cannot be performed using the amodal representations central to amodal theories, but must be performed using additional, ancillary, effortful processes...”.

To see how these contrasting theoretical predictions play out in practice, consider once again Tomasinio et al.’s (2008) study in which, for one of the conditions, subjects were shown verbs and were instructed to first imagine themselves performing the action and then decide whether it involves a hand rotation. The results suggested that this condition activated hand-related primary motor cortex, and the authors interpreted this activation as the neural signature of motor imagery. However, the question arises as to whether a similar pattern of activity, if not in primary motor cortex...
then perhaps in premotor cortex, would have emerged if the subjects had simply been instructed to make hand rotation judgments about verb meanings, without first being told to conjure up a mental image of each action. The task would then have reduced to pure property verification, just like in several other studies that have used such a paradigm to test proposals about modality-specific aspects of semantic structure (e.g., Chao, Haxby, & Martin, 1999; Kellenbach, Brett, & Patterson, 2001; Kan, Barsalou, Solomon, Minor, & Thompson-Schill, 2003; Goldberg, Perfetti, & Schneider, 2006a; Simmons et al., 2007; Hoenig et al., 2008). Embodied theories predict that, in such a situation, making hand rotation judgments about verb meanings would still engage hand-related motor areas of the brain. Disembodied theories, however, do not make this prediction.

Nevertheless, it remains possible that when subjects perform various verb comprehension tasks that involve so-called “controlled”, as opposed to “automatic”, processing, they sometimes do deliberately evoke, for whatever reason, explicit motor images immediately after understanding the verbs. Hence an important aim of future research should be to delineate the similarities and differences between, on the one hand, the neural correlates of accessing root-level motor features of verb meaning, and on the other, the neural correlates of evoking rich motor images that instantiate those features. A potentially profitable way to tackle this challenge would be to design studies that allow the investigators to compare, for the very same sets of action verbs, the neural responses of motor areas during (1) explicit imagery conditions and (2) a wide range of semantic conditions involving both controlled and automatic processing. Explicit imagery conditions might consist of presenting subjects with subtly contrasting verbs from the same class (e.g., *trudge, limp, stroll*) and instructing them to vividly imagine executing the designated bodily movements. Semantic conditions involving controlled processing might include tasks like property verification (e.g., “Does *trudge* describe a manner of locomotion?”) and semantic similarity judgment (e.g., “Is *trudge* more like *limp* or *stroll*?”). Finally, semantic conditions involving automatic processing might draw upon paradigms like lexical decision (e.g., “Is *trudge* a real word of English?”) and masked repetition priming (i.e., a technique that probes semantic access in a way that is completely subliminal yet also detectable with both fMRI and ERPs; see Naccache & Dehaene [2001]). For other novel approaches to distinguishing between automatic semantic processing and strategic imagery generation, see Hauk, Davis, Kherif, & Pulvermüller (2008) and Pirog Revill et al. (2008).

Ideally, a multi-pronged methodology like this would enable researchers to determine whether, independently of voluntary motor imagery, certain cell assemblies in the primary motor and/or premotor cortices reliably “track” certain root-level motor features of verb meaning across multiple experimental conditions. A positive outcome would, of course, support the Embodied Cognition Framework. On the other hand, a negative outcome—that is, one in which neural responses vary across tasks without exhibiting much, if any, consistency for the same sets of verbs—would have more complicated consequences. Of course, one possibility is that it might be taken as evidence against the Embodied Cognition Framework. An alternative possibility, however, is that it might be taken as a sign that we, as a scientific community, should rethink our theoretical views about the degree to which concepts can be regarded as representationally “stable” neurocognitive constructs (for a recent exploration of this topic, see Hoenig et al., 2008). Given that, as noted in Section 3.1, motor resonance during action observation is modulated by myriad properties of both the actor and the perceiver, it is not inconceivable—in fact, it might even be expected—that motor resonance during verb comprehension is similarly labile, reflecting both the contingencies of situational factors and the vagaries of individual experience (for relevant data see Glenberg et al., 2008a; Beilock, Lyons, Mattarella-McNelis, Nusbaum, & Small, 2008).

To summarize our main points: In order for Hypothesis 1 to be either confirmed or disconfirmed, research must progress along several fronts. First, the neurobiological boundaries of the primary motor and premotor cortices, as well as the somatotopic patterns within those regions, must be demarcated more sharply. Second, more neuroscientific studies must compare the processing of root-level motor features of verb meaning with both the execution and the observation of actions with the corresponding features. Finally, greater efforts must be made to distinguish between authentic semantic processing and post-comprehension cognitive processing, for example by using a wide range of methods to investigate the same classes of verbs.

4. Hypothesis 2: Template-level motor features of verb meaning are partially subserved by representationally schematic mirror neurons in Brodmann area 44 of the left inferior frontal gyrus

We turn now to Hypothesis 2. First, we describe a special category of mirror neurons that mediate action observation-execution matching in a way that focuses on the goals and intentions, rather than the manners, of object-directed movements. Cells with these relatively abstract tunings have been identified in area F5 of the macaque ventral premotor cortex, and there is mounting evidence that they also exist in the putative human homologue of that region, namely BA44 of the inferior frontal gyrus. Second, we address the question of whether these mirror neurons play a role in representing the template-level motor aspects of verb meanings—i.e., those aspects of the semantics of action that involve austere event structure schemas which are essentially conceptual generalizations over entire classes of verbs. Finally, we conclude by suggesting several directions for further research on this topic.

4.1. Mirror Neurons

Although some of the mirror neurons that have been found in area F5 of the macaque ventral premotor cortex represent very detailed properties of actions, the majority of them represent actions at a rather schematic level of coding (for reviews see Rizzolatti et al., 2001; Rizzolatti & Craighero, 2004; Rizzolatti & Sinigaglia, 2008). For example, many F5 cells classified as “broadly congruent” mirror neurons have response properties that are selective for a particular kind of goal, regardless of which body part is used to achieve it. As Gallesse et al. (1996) have shown, cells of this type may discharge during both execution and observation of hand-controlled grasping actions (same effector, same goal), as well as during observation of mouth-controlled grasping actions (different effector, same goal), but not during observation of hand-controlled placing actions (same effector, different goal). In addition, Umlita et al. (2001) discovered that the firing rate of many mirror neurons in area F5 increases significantly not only when the monkey sees a complete action in which an experimenter reaches for and grasps an object, but also when the monkey sees just the reaching phase of such an action (due to the occlusion of the object) and hence must infer the final grasping phase. These mirror neurons may play an important role in predicting or anticipating the actions of other individuals.

It has been argued that the human homologue of macaque F5 is BA44 (Petrides & Pandya, 1994; Pandya & Yeterian, 1996; Geyer, Matelli, Luppino, & Zilles, 2000; Arbib & Bota, 2003; for a summary see Arbib & Bota, 2006, p. 153). However, this view has not gone unchallenged (Petrides, 2005; Toni, de Lange, Noordzij, & Hagoort, 2008). While acknowledging that this issue remains unresolved,
we will adopt here, mainly for exploratory purposes, the assumption that BA44 does correspond roughly to F5.

In keeping with the monkey literature, there is evidence suggesting that BA44 contributes to both the production and the recognition of actions. For example, data from diverse brain mapping methods implicate BA44 in motor resonance for the fine-grained kinematic features of arm/hand actions (MEG: Nishitani & Hari, 2000; fMRI adaptation: Hamilton & Craford, 2007; Lestou, Pollick, & Kourtzi, 2008; repetitive TMS: Pobric & Hamilton, 2006; Urgesi, Candidi, Ionta, & Aglioti, 2007; Candidi, Urgesi, Ionta, & Aglioti, in press). More importantly for present purposes, a number of recent studies suggest that, like the F5 mirror neurons mentioned above, BA44 also exhibits motor resonance for the goals of actions. First of all, several fMRI studies suggest that BA44 mediates observation-execution matching for the goals of arm/hand actions (e.g., Hamzei et al., 2003; Johnson-Frey et al., 2003; Gazzola et al., 2007a, Gazzola, Ionta, Corato, & Aglioti, 2008, p. 3039). Finally, a few fMRI studies have linked BA44 with the ability to understand the covert intentions guiding other people’s actions, particularly when those actions are “stereotypic” (Iacoboni, Molnar-Szakacs, Buccino, Mazziotta, & Rizzolatti, 2005; Brass, Schmit, Spengler, & Gergeley, 2007; Liebelt, von Cramon, & Brass, in press).

Given that this field of inquiry is still quite new, it is not surprising that much of the research described above is controversial. For instance, some of the fMRI studies have been criticized on methodological grounds (Turella et al., 2008), and although the deficit-lesion correlation discovered by Pazzaglia et al. (2008) is impressive, it is also noteworthy that, as the authors acknowledge, non-trivial exceptions to the pattern have been previously reported—specifically, some patients with left BA44 damage have impaired action production but preserved action recognition (e.g., case DR reported by Negri et al., 2007; see also Mahon & Caramazza, 2005; Mahon & Caramazza, 2008). Despite these limitations, we feel that the idea that BA44 may be involved in higher-order aspects of motor resonance has received enough support to justify an exploration of how it is also noteworthy that, as the authors acknowledge, non-trivial exceptions to the pattern have been previously reported—specifically, some patients with left BA44 damage have impaired action production but preserved action recognition (e.g., case DR reported by Negri et al., 2007; see also Mahon & Caramazza, 2005; Mahon & Caramazza, 2008). Despite these limitations, we feel that the idea that BA44 may be involved in higher-order aspects of motor resonance has received enough support to justify an exploration of how template-level motor features of verb meaning might fit into the picture.

4.2. Verb Meanings

4.2.1. How might templates be related to mirror neurons?

As indicated in Section 2.3, templates are event structure schemas or, in Pinker’s (1989) terms, “thematic cores” that integrate the semantic features shared by all the verbs comprising particular classes. They abstract away from the root-level biomechanical specifications of individual verbs so as to capture overarching patterns of human behavior, patterns that typically consist of agents performing various kinds of goal-directed volitional actions involving one or more other entities. One of the most interesting and important properties of templates is that many of them represent different ways of subjectively constraining the same objective sorts of scenarios. For example, as we noted in our discussion of the locative alternate, verbs in class (1), like spray, are associated with two closely related templates: “X causes Y to go to Z,” as in Carol sprayed water on the flowers, and “X causes Z to change state by adding Y,” as in Carol sprayed the flowers with water. These two templates vary with respect to which entity is cognitively treated as the main “target” of the action—the thing that changes location, or the thing that changes state. And as illustrated by the two sentences involving spray, these semantic differences regarding the relative prominence of the participants in the hierarchical goal structures of the templates correspond isomorphically to syntactic differences regarding the relative prominence of the NPs in the hierarchical grammatical structures of the constructions (see the coindexed subscripts indicating linking patterns shown in (4) in Section 2.3). However, there are also language-specific restrictions on which templates are encoded by which verbs, or, more accurately, by which verb classes. Recall, for instance, that verbs in class (3), like drip, stipulate that the main affected entity can only be the thing that changes location, and that, conversely, verbs in class (4), like drench, stipulate that it can only be the thing that changes state. In the current state, the key point is this: Template-level motor features of verb meaning capture high-level, differentially construable, aspects of action representation that involve the goals and intentions of agents.

Now, according to the Embodied Cognition Framework, words and larger linguistic expressions are effectively conventionalized cues for running modality-specific simulations. If this proposal is applied to the kinds of templates that are encoded by verbs and that serve as the semantic interface between verbs and constructions, it predicts that comprehending sentences like Carol sprayed water on the flowers and Carol sprayed the flowers with water involves simulating not only how the described actions are performed in terms of relatively low-level, effector-specific kinematics, but also how they are construed in terms of relatively high-level, effector-neutral goals and intentions—that is, in terms of whether the ultimate purpose of the agent’s action is to affect the water by causing it to move onto the flowers, or to affect the flowers by causing them to become wet. (See Bergen and Chang [2005] for a computational model of a simulation approach to constructional meaning.) On the one hand, as we discussed in Section 3, Hypothesis 1 maintains that the first type of simulation depends on somatotopically mapped mirror neurons in the primary motor and/or premotor cortices. On the other hand, as we discuss in the rest of this Section, Hypothesis 2 maintains that the second type of simulation depends on representationally more schematic mirror neurons in left BA44. Just like with Hypothesis 1, we are not aware of any studies that have directly addressed Hypothesis 2. That is to say, to our knowledge no studies have attempted to determine whether the same neuronal populations in BA44 are engaged during all three of the following conditions: (a) the linguistic processing of certain template-level motor features of verb meaning, (b) the execution of actions with the corresponding properties, and (c) the observation of actions with the corresponding properties. Nevertheless, the literature does contain some experimental findings that provide preliminary support for Hypothesis 2. Below we review a number of studies that consider BA44 in the context of both sentence processing (Section 4.2.2) and single verb processing (Section 4.2.3).

Another instructive example is the dative alternation: Bill threw the ball to Bob has the schematic meaning “X causes Y to go to Z” (analogous to the content-locative), whereas Bill threw Bob the ball has the schematic meaning “X causes Z to receive Y.” Note that only the second construction entails successful transfer of possession. As Pinker (2007, p. 60) points out, “SellofSeñor Jones taught Spanish to the students carries more of an implication that the students now know Spanish—that they metaphorically possess it.” See Rappaport Hovav and Levin (2008) for one of the most recent linguistic analyses. See Kaschak and Glenberg (2000) and Glenberg et al. (2008a, 2008b) for relevant psycholinguistic and neurolinguistic studies.

9 The intraparietal sulcus and inferior parietal lobule may also contribute to goal representation during both the production and the recognition of arm/hand actions (e.g., Hamilton & Craford, 2006, 2007, 2008).
4.2.2. Studies involving sentence processing

4.2.2.1. Functional neuroimaging studies. Many fMRI studies are pertinent to Hypothesis 2, but we will focus on two in particular. First, we noted in Section 3.2.2.1 that Tettamanti et al. (2005) found a somatotopic pattern of activation in the premotor cortex when subjects heard sentences describing actions performed with different body parts (e.g., I bite the apple, I grasp the knife, I kick the ball), relative to when they heard sentences describing psychological states (e.g., I appreciate sincerity). Another fascinating discovery was that when all three types of action sentences were contrasted with the psychological sentences, the only brain region that was significantly engaged was left BA44 (peak MNI coordinates: -52, 10, 16). Crucially, the sentences in each condition had the same syntactic structure, so the only distinguishing factor was semantics; however, because the various kinds of action sentences were averaged together, the engagement of left BA44 must have reflected aspects of meaning that are effector-neutral. In fact, the authors concluded that this activation was “related to the semantics of the presented linguistic material, at an abstract, body-part-independent level” (Tettamanti et al., 2005, p. 277). This interpretation is not only consistent with, but can be enriched by, the Two-Level Theory. Although the authors did not provide a comprehensive list of the stimuli used in each experimental condition, they did give some examples (mentioned above) which suggest that the action sentences instantiated the prototypical transitive construction, shown in (5) (see Naess, 2007, for an in-depth analysis). This construction licenses two-argument verbs that encode a template specifying that a volitional agent acts forcefully on another entity. In contrast, the psychological sentences apparently instantiated the construction shown in (6), which licenses two-argument verbs that encode a template with no motor content whatsoever, specifying instead that a person has a certain mental attitude about something (see Jackendoff, 2007, for a recent analysis that combines linguistic-semantic and social-cognitive perspectives).

(5) Prototypical Transitive Construction
Syntax: NP1 V NP2
Semantics: X1 acts on Y2 in some manner

(6) Experiencer-Subject Psych Verb Construction
Syntax: NP1 V NP2
Semantics: X1 has some mental attitude about Y2

Thus, the finding that the action sentences engaged left BA44 significantly more than the psychological sentences supports the idea that this brain region contributes to representing especially the motor aspects of the event structure templates encoded by verbs. Nevertheless, a lingering concern is that, as pointed out by Rüschemeyer et al. (2007), Tettamanti et al.’s (2005) action sentences differed from their psychological sentences not only in having concrete verbs but also in having concrete nouns, making it impossible to be certain that the differential activation found in left BA44 reflected the verbs rather than the nouns.

In another fMRI study that bears on Hypothesis 2, subjects made sensibility judgments about object-directed arm/hand actions that were presented in two different ways—linguistically as spoken sentences,11 and visually as dynamic video clips (Baumgaertner, Buccino, Lange, McNamara, & Binkofski, 2007). Two additional conditions involving sentences and videos about inanimate motion events were included to control for action specificity. The investigators found that left BA44 was activated in all of the key contrasts: action sentences vs. non-action sentences (peak MNI coordinates: -57, 12, 24); action videos vs. non-action videos (peak MNI coordinates: -51, 6, 27); and [action sentences + action videos] vs. [non-action sentences + non-action videos] (peak MNI coordinates: -51, 9, 24). It is noteworthy that, as in Tettamanti et al.’s (2005) study, the action and non-action sentences had comparable syntactic structures and hence differed primarily in semantic content. More specifically, all of the action sentences expressed scenarios in which an agent causes something to change location or state by means of operating on it with a tool (e.g., He is sweeping with a broom), whereas all of the non-action sentences expressed scenarios in which an inanimate entity moves as a result of natural forces (e.g., The leaves are swirling through the air). Because the former sentences, but not the latter ones, contained verbs associated with templates involving goal-oriented instrumental actions (Koenig et al., 2008), the imaging results strengthen the notion that those templates rely on left BA44 (although it must also be acknowledged that the sentences in the two conditions also varied in other ways that could conceivably have influenced the imaging results). Moreover, the finding that left BA44 was engaged by object-directed arm/hand actions not only when they were presented as spoken sentences, but also when they were presented as video clips, suggests that this cortical area “is endowed with polymodal capabilities, allowing the processing of higher-level conceptual aspects of action understanding” (Baumgaertner et al., 2007, p. 881).

4.2.2.2. Lesion studies. If template-level motor features of verb meaning depend on left BA44, as Hypothesis 2 maintains, then damage to that region should impair those features. A few neuropsychological studies that were directly motivated by the Two-Level Theory have obtained results that are consistent with this prediction (Kemmerer, 2000; Kemmerer, 2003; Kemmerer & Wright, 2002; for a review see Kemmerer, 2006). One study focused specifically on the locative alternation and discovered the following pattern of performance in two patients—1962RR and 1978JB—who had left inferior frontoparietal lesions that encompassed left BA44 (Kemmerer, 2000; note that the lesion site of one of these patients, 1962RR, is depicted in Kemmerer & Tranel, 2003). Both patients performed well on a verb-picture matching test requiring discrimination between subtle root-level semantic properties of verbs in particular classes, including classes (1), (2), and (3) in Section 2.2. However, both patients failed a grammaticality judgment test involving sentences like those shown in (4) in Section 2.3. This test assessed the patients’ ability to determine the compatibility between, on the one hand, the templates encoded by the same verbs used in the matching test, and on the other, the schematic meanings of the content-locative and container-locative constructions. As already noted, verbs in class (1), like spray, are associated with two templates, one of which fits with the schematic meaning of the content-locative, as in Carol sprayed water on the flowers, and the other of which fits with the schematic meaning of the container-locative, as in Carol sprayed the flowers with water. In contrast, verbs in class (2), like drip, only encode a single template that licenses occurrence in just the content-locative (cf. Carol dripped water on the flowers vs. Carol dripped the flowers with water), and verbs in class (3), like lurch, only encode a single template that licenses occurrence in just the container-locative (cf. Carol drenched water on the flowers vs. Carol drenched the flowers with water). Strikingly, the patients judged many ungrammatical sentences as sounding fine, and judged many grammatical sentences as sounding bad. Their errors could not be attributed, however, to a disturbance of either purely syntactic processing or metalinguistic judgment ability, because both patients passed another test that evaluated the integrity of those capacities. Thus, it is possible that the patients’ impairments selectively disrupted their appreciation of the template-level motor features of verb meaning. In other words, using the examples above for purposes of illustration, the patients may have defective understanding of the lexical-semantic stipulations that (a) spray can refer to either of two types of goal-directed action—causing
something to move, or causing something to change state; (b) drip can only refer to the first type of action; and (c) drench can only refer to the second type of action. Importantly, the fact that both patients suffered damage to left BA44 supports the notion that this region may be essential for representing and/or processing those aspects of verb meaning. Furthermore, both patients manifested similar dissociations—namely, good performance on tests probing root-level semantic features, but poor performance on tests probing template-level semantic features—in two other studies that focused on different verb classes and constructions (Kemmerer, 2003; Kemmerer & Wright, 2002). These studies also obtained comparable behavioral results for two additional patients—1726RO and 1760KS—who had lesions that included left BA44 and/or the underlying white matter. It must be acknowledged, however, that all of these studies have limitations. Most importantly, it remains possible that the patients’ deficits did not affect verb templates per se, but rather the closely related schematic meanings of the pertinent constructions and/or the complex linking patterns that must be established between syntactic and semantic structures during sentence comprehension (e.g., O’Grady and Lee, 2005).

In this context, it is also worth mentioning the well-documented finding that patients with agrammatism—a disorder that is often (but not always) associated with left BA44 lesions (Vanier & Caplan, 1990)—are typically impaired at retrieving action verbs in sentence production tasks as well as in isolation. There is substantial evidence that the degree to which a given verb is difficult for an agrammatic patient to access depends in part on its argument structure (Kegl, 1995; Thompson, Lange, Schneider, & Shapiro, 1997; Kim & Thompson, 2000; Kim & Thompson, 2004; Kiss, 2000; Luzzatti et al., 2002; De Bleser & Kauschke, 2003). Two distinct kinds of influence have been reported. First, verb retrieval difficulty often increases in proportion to the number of syntactic argument positions that are strictly subcategorized by the verb, such that one-place verbs (e.g., snore) are easier to produce than two-place verbs (e.g., devour), which in turn are easier to produce than three-place verbs (e.g., give). This hierarchy is manifested in natural discourse contexts like conversation and story-telling, in experimentally constrained sentence generation and completion tasks, and even in the paradigmatic single word production task—confrontation picture naming. Second, verb retrieval difficulty is also affected by the number of alternative argument structures that are available, such that verbs with just one (e.g., snore, which is intransitive) are easier to produce than verbs with two or more (e.g., eat, which is ambitransitive, i.e., it can be either intransitive or transitive). Both of these factors—i.e., the number of strictly subcategorized argument positions, and the number of alternative argument structures—also influence verb retrieval in normal subjects, but the effects are far more dramatic in agrammatic patients.

To be sure, this line of research has yielded many valuable insights. However, it has concentrated mainly on the syntactic aspects of argument structure and has not devoted as much attention to the corresponding semantic aspects, which, according to the Two-Level Theory, include the event structure templates that are encoded by verbs, as well as the schematic meanings that are associated directly with clausal constructions. As verbs increase in valence from one to two to three core participants, and as they increase in the range of constructions they can occur in, so too they increase in the intentional and causal complexity of their templates. Indeed, exploring the intricacies of such phenomena within and across languages is a major focus of research in semantic typology (e.g., Croft, 1991; Dixon & Aikhenvald, 2000; Van Valin, 2005; Wunderlich, 2006; Foley, 2007). The upshot: It is conceivable that the verb retrieval deficits exhibited by agrammatic patients with left BA44 lesions are due in part to impaired representation and/or processing of these template-level aspects of verb meaning.

Although we think this interpretation is plausible enough to warrant further investigation, we are well aware that there are many complications, one of which stems from evidence that major participant roles, like actor and undergoer, may be mediated in part by posterior temporoparietal regions that interact closely with areas concerned with biological motion patterns, spatial relations, and perspective-taking (Bornkessel, Zysset, Fiedierici, von Cramon, & Schlesewayoski, 2005; Grewe et al., 2007; Shetreet, Palti, Friedmann, & Hadar, 2007; Thompson et al., 2007; Wu, et al., 2007; see also Shapiro, Gordon, Hack, & Killackey, 1993). Still, BA44 may be essential for computing the hierarchical rankings or event structure configurations of different participant roles and their corresponding syntactic positions during on-line language processing, guided in part by principles of motor cognition that may also be employed during both the execution and observation of goal-directed bodily actions. We return to this issue in Section 4.3.

4.2.3. Studies involving single verb processing

We pointed out in Section 2.3 that the template level of verb meaning differs from the root level not only in being more relevant to grammar but also in being less accessible to consciousness. For both of these reasons, it can be difficult to investigate the template level with experimental paradigms that involve single verb processing. Nevertheless, several studies that draw upon such paradigms have generated results bearing on Hypothesis 2.

Studies of confrontation naming using both functional neuroimaging (e.g., Damasio et al., 2001) and the lesion method (e.g., Tanel, Adolphs, Damasio, & Damasio, 2001; Tanel et al., 2008) suggest that left BA44 may be more important for the production of action verbs than object nouns. Given the complexity of the naming process, this connection between left BA44 and verbs could reflect any of several different aspects of lexical access, including the retrieval of syntactic and/or morphological and/or phonological information (for reviews see Druks, 2002; Shapiro & Caramazza, 2004; Berlinger et al., 2008). However, it could also reflect the activation of template-level motor features of verb meaning, especially features that are relatively salient, like those that distinguish between one-, two-, and three-argument templates. This possibility is consistent with the lesion studies discussed in the previous section. Moreover, it dovetails nicely with two recent naming studies—one employing fMRI (Saccuman et al., 2006) and the other using the lesion method (Arévalo et al., 2007)—which found that dependence on left BA44 increases not only for verbs, but also for nouns, as the status of the words increases along the semantic parameter of “manipulability”, which involves the degree to which the words are associated with goal-directed arm/hand movements.
Furthermore, an interesting prediction, based largely on previous studies demonstrating significant task effects in semantic processing (e.g., Kemmerer et al., 2001a; Tomasino et al., 2007, 2008; Berlinger et al., 2008; Hoenig et al., 2008), is as follows: left BA44 should not be significantly engaged when subjects perform verb comprehension tasks that require them to attend specifically to the root level, as opposed to the template level, of meaning. Support for this prediction comes from several fMRI studies in which subjects made root-level semantic similarity judgments among triads of verbs (Kable et al., 2002, 2005; Noppeney et al., 2005; Kemmerer et al., 2008). In Kable et al.’s (2002, 2005) studies, which we discussed in Section 3.2.2.1, left BA44 was not activated significantly more for verbs than for baseline conditions. In another study by Noppeney et al. (2005), no significant left BA44 activation was reported, relative to a baseline condition, when subjects made judgments about which of two verbs was most similar in meaning to a third; moreover, this outcome was the same regardless of whether the verbs involved arm/hand actions (e.g., determining that throw is more like toss than hit) or lip/tongue actions (e.g., determining that shout is more like bellow than murmur). Furthermore, in our own fMRI study (Kemmerer et al., 2008), which we discussed in Section 3.2.2.1, subjects performed a task very much like the one used by Kable et al. (2002, 2005) and Noppeney et al. (2005), and no significant left BA44 activation was found, relative to a baseline condition, for verbs of Speaking, Hitting, and Change of State. In addition, only 2 voxels at the border of left BA44 and BA45 were above threshold for verbs of Running; however, contrary to the prediction described above, 85 voxels in left BA44 (comprising 7.3% of this area) were above threshold for verbs of Cutting. Now, it must be noted that the null findings just summarized could be due to many factors, including experimental design, statistical thresholding, intersubject variability, and uncertainties regarding the precise boundaries of certain neuroanatomical structures. It is also conceivable, however, that the reason why left BA44 was not engaged—or, in the case of Cutting verbs, was only partially engaged—in the studies by Kable et al. (2002, 2005), Noppeney et al. (2005), and Kemmerer et al. (2008) is because the tasks forced the subjects to focus on the root level, rather than the template level, of verb meaning. Still, for this interpretation to be persuasive, it would be necessary to demonstrate in a new study that when subjects attend to template-level motor features of verb meaning, left BA44 is significantly engaged, but when subjects attend to various root-level semantic properties of the very same verbs, left BA44 is not significantly engaged.

4.3. Problems and prospects

As we stated at the outset, Hypothesis 2 maintains that template-level motor features of verb meaning are partially subserved by representationally schematic mirror neurons in left BA44. Although this hypothesis is admittedly more speculative than Hypothesis 1, we have shown that it nevertheless receives modest support from a variety of sources. Most importantly, studies involving both sentence processing and single verb processing suggest that left BA44 may indeed contribute to the sorts of event structure schemas that are captured by entire classes of verbs and that strongly influence the range of constructions in which they can occur. On the other hand, as we indicated in Section 4.2.1, so far no studies, to our knowledge, have investigated the most intriguing part of Hypothesis 2, which is the proposal that template-level motor features of verb meaning are associated specifically with mirror neurons in left BA44. The status of Hypothesis 2 is therefore similar to that of Hypothesis 1: The kinds of studies that are necessary to either confirm or disconfirm the central claim have not yet been conducted. In particular, the adjudication of Hypothesis 2 will depend on studies that attempt to determine whether the same neuronal populations within left BA44 are engaged not only when subjects access certain well-defined template-level motor features of verb meaning during language processing, but also when they execute and observe bodily actions that involve the very same semantic features. Designing such studies may turn out to be even more challenging than designing studies to address Hypothesis 1, because in this case the pertinent conceptual knowledge is in some respects even more difficult to isolate. We are encouraged by research like that reported by Baumaertner et al. (2007), which found overlapping activation patterns in left BA44 when subjects made sensibility judgments about goal-directed arm/hand actions (relative to inanimate motion events) that were presented both linguistically as spoken sentences and visually as dynamic video clips. However, this field of inquiry is still very much in its infancy, and the provocative notion that processing the template level of verb meaning might involve a form of motor resonance or simulation clearly requires much more empirical and theoretical investigation.

A potentially productive direction of future work may be to explore connections between Hypothesis 2 and the following two lines of research, both of which focus on left BA44. First, in a series of theoretical, computational, and experimental studies of construction-based sentence processing, Dominey and colleagues argue that left BA44 represents what they call “Scene Event Arrays” (e.g., Dominey, Hoen, & Inui, 2006; Dominey & Hoen, 2006; Hoen, Pachot-Clouard, Segebarth, & Dominey, 2006). These are very similar to both the event structure templates that are encoded by verbs and the schematic meanings that are associated with clausal constructions. The same investigators also maintain that left BA44 plays a key role in “structure mapping”, which is essentially a form-to-meaning transformation that involves sequentially linking the referent meanings of the linearly presented core NPs in a sentence with the appropriate semantic argument variables in the given Event Scene Array, under the guidance of the syntactic and semantic specifications of the applicable verb and construction. Second, according to a theory of sentence processing called the “Extended Argument Dependency Model” (Bornkessel & Schlesewsky, 2006), left BA44 subserves the function of “prominence computation” (for supporting fMRI studies see Bornkessel et al., 2005; Grewe et al., 2006). This is analogous to Dominey et al.’s (2006) structure mapping process, since both operations involve determining the hierarchical syntactic and semantic rankings of the various participants in the described event, based on both grammatical and conceptual factors. For example, the two constructions comprising the locative alternation differ with respect to which entity is syntactically realized as the direct object NP and semantically construed as the main “target” of the action. Computing these different prominence hierarchies may be one of the responsibilities of left BA44.

The closely related notions of “structure mapping” and “prominence computation” both seem to reflect an even more fundamental notion—namely, that goal-directed bodily actions always unfold in both space and time, starting inside the agent and progressing outward toward other entities. We think this basic fact may play a pivotal role in future work aimed at bridging the gap between the template level of the semantics of action and the BA44 component of the mirror neuron system. Actions have a spatiotemporal structure not only when they are performed and perceived in real life, but also when they are described in language, and we find it very interesting that the most common type of linearization of action in language reflects the corresponding type of linearization of action in real life. Imagine, for example, a situation in which a woman reaches out and grasps a cup. In languages worldwide, there is an overwhelming tendency for such an action to be described by a sentence instantiating the prototypical transitive construction, in which the NP encoding the actor usually occurs before the NP encoding the action.
encoding the undergoer, as in The woman grasped the cup (see the analysis and map of 1,228 languages provided by Dryer, 2005). In fact, this word order pattern—i.e., the strong tendency for subjects (actors) to precede objects (undergoers)—is arguably one of the most solidly grounded universals of human languages, and it is a major ingredient of many cognitively, functionally, and typologically oriented approaches to clause structure (e.g., Croft, 1991, 1998; Van Valin, 2005, 2006; Foley, 2007; Naess, 2007; Langacker, 2008; see also Klein & Perdue, 1997).

Thus, it can safely be assumed that, with respect to predictive or anticipatory spatiotemporal sequencing, the canonical linguistic description of a simple transitive action ordinarily parallels the major ingredient of many cognitive, functional, and typological aspects of linguistic communication, as having multiple, subjectively distinct, causal frames or profiles. Indeed, this is a large part of what makes “information packaging in the clause” (Foley, 2007) such a fascinating and cognitively significant phenomenon, and it is one of the many ways in which research on the semantics of action can enrich research on the mirror neuron system.

Clearly, however, future efforts to test Hypothesis 2 must confront numerous challenges. For example, an important aim should be to design experiments that allow the investigators to distinguish between, on the one hand, left BA44 responses that might plausibly reflect template-level motor features of verb meaning, and on the other, left BA44 responses that might plausibly reflect purely syntactic aspects of the kinds of linearization principles described by Bornkessel and Schlesewsky (2006). It will also be necessary to take into account, and attempt to rule out, alternative explanations that draw upon research linking the left posterior inferior frontal gyrus with relatively general “cognitive control” operations involving the detection and resolution of conflicts between multiply active representations, especially in the linguistic domain (e.g., Novick, Trueswell, & Thompson-Schill, 2005; Thompson-Schill, Bedny, & Goldberg, 2005). These are only some of the many concerns that would need to be addressed by future attempts to test Hypothesis 2.

5. Conclusion

We have explored the possibility that two separate levels of verb meaning map onto two separate levels of the mirror neuron system. Hypothesis 1 holds that root-level motor features of verb meaning depend on somatotopically organized mirror neurons in the left primary motor and/or premotor cortices. Hypothesis 2 holds that template-level motor features of verb meaning depend on representationally more schematic mirror neurons in BA44 or the left inferior frontal gyri. Evidence has been accumulating in support of the associations between semantic levels and brain regions postulated by these two hypotheses. However, to our knowledge, as yet no studies have shown that the relevant aspects of verb meaning are linked specifically with mirror neurons in the relevant cortical areas. This would require demonstrating that the same neuronal populations, and ultimately the same cells, are essential for (a) processing certain motor features of verb meaning, (b) executing actions with the corresponding motor features, and (c) observing actions with the corresponding motor features. Although some studies have met two of these criteria, we are not aware of any that have met all three. Another important direction of future research will be to explore possible connections between the semantics of action and the various components of the mirror neuron system that lie outside the frontal regions considered by Hypotheses 1 and 2. Overall, investigating in detail the complex relations between verb meanings and mirror neurons promises to significantly deepen our understanding of the shared representations that underlie human communication and intersubjectivity.
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